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Abstract

Language models rely on increasingly large web-
scraped datasets for pretraining. The size of these
datasets prevents manual curation, and existing
automated quality filters are heuristic and lim-
ited. Characterizing these datasets is an open
problem. We present preliminary work on docu-
menting and visualizing pretraining datasets by
mapping their similarity to downstream bench-
mark datasets, which are often hand-curated and
more focused in style and content. We show this
method finely characterizes popular pretraining
datasets, supplementing existing characterizations
that can be used for quality filtering.

1. Introduction

Large language models have achieved success by pretraining
on web-scale datasets. Larger pretraining datasets empir-
ically improve language modeling performance (Kaplan
et al., 2020), with recent models like PALM being trained
on 780 billion tokens (Chowdhery et al., 2022). However,
extremely large datasets like the Pile and C4 have proven
difficult to characterize beyond website source and word
frequencies (Gao et al., 2020; Dodge et al., 2021; Schaul
etal., 2023). How can we characterize web-scraped datasets,
especially with respect to their downstream uses?

Pretraining datasets are too large for manual curation, so
dataset constructors curate based on “quality” proxies such
as domain (Nguyen et al., 2022; Xie et al., 2023), heuristics
(Raffel et al., 2020), or classifiers (Chowdhery et al., 2022;
Du et al,, 2022). A common approach narrowly defines
high-quality documents as those that a classifier predicts
are more similar to books and Wikipedia (Chowdhery et al.,
2022), though this has limitations (Longpre et al., 2023).
Are there more data-centric ways to evaluate the quality of
pretraining data?
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We present preliminary work on using small datasets to de-
scribe large pretraining datasets. While pretraining datasets
are largely undocumented, downstream benchmark datasets
are often meticulously constructed and validated (Paullada
et al., 2020). We contribute a clustering-based “dataset prob-
ing” method to find the documents in a pretraining dataset
that are similar to known small dataset “probes.” We find
different probe datasets cover different clusters of popular
language model pretraining datasets. Origin-based domains
are often used as proxies for pretraining document content
(Nguyen et al., 2022), and our method provides a supple-
mental data-centric characterization that does not simply
reproduce domain source. Our method is a step towards
more multipolar notions of quality, and we hope it can pro-
vide more granularity for heterogeneity-based pretraining
dataset curation.

Related work. Data documentation is becoming more
prevalent (Bender & Friedman, 2018; Gebru et al., 2021)
but is hard to perform at scale (Bandy & Vincent, 2021;
Dodge et al., 2021). Unsupervised methods like topic mod-
eling (Blei, 2012; Li & McCallum, 2006), or embedding the
dataset (Mclnnes et al., 2018; Van der Maaten & Hinton,
2008) and visualizing it (Smilkov et al., 2016; Wexler et al.,
2019; Bolukbasi et al., 2021) are all used to characterize
large datasets. These can uncover patterns in the corpus but
do not leverage better-understood datasets. Visualization is
compatible with existing dataset documentation frameworks
(Crisan et al., 2022; Pushkarna et al., 2022). Pillutla et al.
(2021) and Assogba et al. (2023) both compare clustered
pairs of datasets, but for the purpose of evaluating generated
data rather than describing a large heterogeneous dataset.

2. Dataset probing

Given a pretraining dataset and a set of small probe datasets,
our goal is to find which pretraining documents are sim-
ilar to probe documents. We represent documents using
Sentence-T5 (Ni et al., 2022; Wolf et al., 2020) embeddings,
though others can be used. We perform k-means clustering
on the pretraining dataset, query the closest cluster center
to all the documents in the probe datasets, and calculate
the percentage of each probe dataset in each cluster. This
method is simple and fast; once a pretraining dataset has
been clustered, many small probe datasets can be used.
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Figure 1. Probe datasets from the BIG-bench Lite suite map to different parts of the Pile. Each dataset is drawn with a different color.

Datasets. We use the Pile (Gao et al., 2020) as the pre-
training dataset since it is publicly available and has been
studied extensively (Xie et al., 2023). Appendix C performs
the analysis on C4 (Raffel et al., 2020). Due to the datasets’
size, we perform experiments on a 100,000-document sam-
ple of each. We probe with BIG-bench Lite, a set of 24
diverse downstream datasets that range in size from 16 to
43,735 documents (Srivastava et al., 2022).

3. Results

Figure 1 uses UMAP (Mclnnes et al., 2018) to visualize the
overlap when probing the Pile with BIG-bench Lite. We
UMAP the pretraining dataset and project the probe datasets
into the resulting low-dimensional space. Different probe
datasets cover different portions of the Pile.

Figure 2 shows the percentage of each of the 24 probe
datasets that is in each of k = 60 clusters (Appendix A
shows robustness to number of clusters). The probes catego-
rize parts of the dataset. Clusters 0, 16, and 25 are covered
by documents from many of the probe datasets, so these
may be similar to the question-answering style. Others, like
20, 34, and 44, contain documents primarily from only a
few probe datasets. For example, cluster 34 is similar to
documents in language_identification and parsinlu (a Persian
NLU dataset), two datasets that have a significant amount
of non-Latin text, as documents in cluster 34 do upon in-
spection (see Appendix D for more examples). Clusters 0,
8, 34, and 40 account for only 8.5% of the pretraining data
but 43.8% of all of the probe documents, indicating that
additional probes could further characterize the Pile.

Each document in the Pile is annotated with one of 22
domains from which it was collected. Appendix B shows
that dataset probes do not simply recover domains and that
many domains are distributed across clusters. For example,
cluster 44 contains several different domains, but it contains
all the documents of symbol_interpretation.
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Figure 2. Documents from BIG-bench Lite datasets cover different
clusters of the Pile. Percentages refer to the amount of the Pile in
each cluster. Dataset colors correspond to Figure 1.

4. Conclusion and future work

We have demonstrated a data-centric method for character-
izing large web-scraped pretraining datasets that leverages
small curated datasets. We have focused on comparing pre-
training datasets with better curated benchmark datasets,
but the approach can be extended to other kinds of large
and small datasets in modalities beyond text. Xie et al.
(2023) and Longpre et al. (2023) have recently shown that
heterogeneity at the domain level improves downstream per-
formance, and our work may provide the basis for more
targeted quality interventions. Future work could also build
on training data attribution methods (Pruthi et al., 2020;
Akytirek et al., 2022) rather than embeddings for a label-
mediated notion of document similarity.
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A. Robustness to number of clusters

Figure 3 repeats the analysis with 10 clusters, and Figure 4 does the same with 100 clusters. In both cases, we can see that
there are a few clusters where most of the probe datasets fall. Using more clusters provides a finer-grained view of which
pretraining documents are similar to which probe datasets.

B. Dataset probes are different from domain origin

Figures 5 and 7 (next page) repeat the analysis on the Pile but visualize the domain of documents in the Pile rather than
probe with smaller downstream datasets (essentially probing with existing subsets of the Pile). Comparing with Figures 1
and 2 shows that probe datasets do not simply uncover the domain structure of the Pile.

C. Probing C4

Figures 6 and 8 (next page) reproduce the probing analysis with C4 as the pretraining dataset. We see qualitatively similar
results as with the Pile. Clusters 9, 41, and 45 account for only 4.1% of the pretraining data but 48.3% of all of the probe
documents. Clusters 41, 49, and 2 are covered by documents from many of the probe datasets, but clusters like 42 and 45
contain documents primarily from only 1 probe dataset. Most clusters (42 out of 60) contain fewer than 1% of the probe
documents.
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Figure 3. The distribution of BIG-bench Lite documents over k£ = 10 clusters. Compare to Figure 2. Dataset colors are the same as in
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Figure 5. Domain source for documents in the Pile cluster in different parts of the embedding space. Comparing this figure to how Figure 1
probes the Pile with BIG-bench Lite datasets, we can see that BIG-bench Lite datasets do not only reproduce the domain structure.
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D. Randomly sampled documents from example clusters

Here are the first 200 characters from each of four random examples from the clusters mentioned in Section 3.

Cluster 0:

The three-piece girl group may not be back together in a
reunion sense, but Beyoncé and Kelly Rowland contribute
guest verses and make appearances in “Say Yes,” the new
music video from Michelle Willi

Some of the designs included in this collection are Pictured.
You must have the necessary hardware and software to trans-
fer these designs to your embroidery machine. Shipping for
this Item is only $1.

David Avrom Bell is a Princeton historian who discusses
his recent scathing critique of Steven Pinker’s latest book,
Enlightenment Now.

Cluster 20:

Q: pytest AttributeError: Metafunc instance has no attribute
’parameterize’ I am trying to parameterize my tests using
pytest. I modified my conftest.py file to parameterize the
fixture via pytest_g

Class Title: Functions, generators and ducks Facilitator: TM
Date: 060815 These notes are by: TM duck typing: note
this may be much better left for OOP sessions explanation
of duck typing failed, a m

Q: How can I calculate variance of a very large random
variable? I’'m implementing an algorithm which recieves
as input samples from a random variable with an unknown
distribution. The random variabl

Cluster 34:

Tt Ty avdryxn vor untdeEouy YapnAdTepoL Popohoyixol
ocuvtekeoTég, oANd xou PBeltiwon g @opohoyixng
ouUMoEYwoTNg, exave Aoyo o Kupidxoc Mntocotdnng,
emonuaivovtog tewe «n Néa Anuoxpatio elvon to xduyo
10

Zobacz wideo Sprawa nagrania we wtorek nie zajmowata
si¢ prokuratura, ale, jak ustaliliSmy w Ministerstwie Spraw
Wewng¢trznych i Administracji, bada ja policja. REKLAMA
Funkcjonariusze wystapili do

Como se habia estimado, durante el mes pasado la fébrica
de aerogeneradores de media y baja potencia ubicada en la
localidad neuquina de Cutral Co ya estd dando sus primeros
pasos. El emprendimiento

Cluster 16:

Is it grammatically correct to say, She went missing"? What
is the rule?" If the phrase troubles your ear, you’re not alone!
You hear or see the expression a lot these days. When a
person disappears,

- The rules are set to keep order and Team SFI is here to
enforce it. SFI strives to be a friendly and active community
for international fans of SHINee. This requires effort from
the members and the

Tag Archives: Spider E-book & Grey Squitrel E-book Febru-
ary has been an amazing month. I love writing in the start of
a fresh year, seems that all possibilities are achievable and
the cold air is eno

Cluster 25:

Found cat didn’t know what to call it. Found here unisex
cat names http://allcatsnames.com/unisex-kitten-names full
list of names for cats. 2017-1-24 NO.11 Hi. Is it possible to
order this head on t

This Cat is a Superhero After Potentially Saving a Little Boys
Life This cat is a Superhero. When a little boy was playing at
home, a stray dog runs out of nowhere and viciously attacks
him. Luckily

If you live near rattlesnake habitat, there’s always the chance
of you or your pets bumping into one. All encounters differ
in many ways, but generally humans are more aware of what
the creature is an

Cluster 44:

/I // MHCommonLabelltemViewModel.m // WeChat // //
Created by senba on 2017/9/21. // Copyright © 2017 Coder-
MikeHe. All rights reserved. // #import "MHCommonLa-
belltemViewModel.h" @implementation

Q: Displaying attribute table on top I would like to pin (fix)
the opened attribute table to the QGIS window or display
the table on top. The attribute table is opening as another
window (and it is

Introduction Regular expressions are a well recognized way
for describing string patterns. The following regular expres-
sion defines a floating point number with a (possibly empty)
integer part, a non



