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The maximum random baseline generalizes better

pip install max-random-baseline

Beating the maximum random baseline on validation is a better 
indicator of test performance across 16 BIG-bench Lite tasks.

If your best prompt doesn’t outperform the maximum baseline 
on the validation set, do not evaluate on the test set.
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Baselines differ for prompt selection

below standard baseline, below maximum baseline
above standard baseline, below maximum baseline
above standard baseline, above maximum baseline

More than a fifth of results that 
are above the standard baseline 
are not above the max baseline:

22%+ =

Random baselines can overstate a model’s classification 
performance when validation sets are small and reused.

Both baselines induce the same ROC and PR curves but each 
specifies a different point on them.

The best prompt outperforms one random guesser but 
not the best of 200 random guessers in this example.

pick the best prompt from 200 with different 
orderings and choices of demonstrations

Llama-2, OLMo, Falcon, 
Alpaca, OLMo-Instruct, Falcon-instruct

validation set test set
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above random 
guessing?

repeat for 100 trials per task/model combo 
 aggregate across tasks + models

above max 
baseline?

above standard 
baseline?

Which baseline is correct more often?

Standard random baseline:

Maximum random baseline:

expected accuracy of one random classifier

expected best accuracy among t random 
classifiers that guess uniformly at random, 
independently across examples

calculate using the maximum order 
statistic of a binomial distribution

all accuracies above 

maximum baseline
all accuracies below 

maximum baseline

Expected best accuracy among t random guessers 
on a binary classification dataset

t = number of random guessers
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t = 100 guessers 
0.575 expected 
           best accuracy

n = 100 examples

t = 1000 guessers 
0.66 expected 
         best accuracy

a drop-in replacement baseline 
that compares to the expected best accuracy  
from among many different random classifiers

reduce premature test set usage by better 
contextualizing validation accuracy

pick the best prompt from among 200 on a 
dataset of n = 100 examples with 5 label choices
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